Supporting Information
From Prediction to Prevention: Using Text Mining and Explainable

Machine Learning for Urban Bus Accident Analytics

1 | AUTOMOTIVE-RELATED TERMS AND JARGON

The original dataset used for this research was in Chinese, including variable names, non-numerical categorical values, and
unstructured accident narratives. To ensure consistency in analysis and facilitate publication, all textual elements were translated
into English, with variable names and categorical values translated manually to preserve semantic precision. The mapping of

translations for automotive-related terms and technical jargon is provided in Table 1 for reference.

TABLE 1 Mapping of Chinese categorical values to English translations for automotive-related terms and jargon.

Variable Category value (in Chinese) Category value (translation in English)

Bus energy type S iH Diesel
RIKNK Natural gas
H, Electric

Bus brake system BT RL R B BBk 8 A58 Front disc and rear drum brake
#= Disc brake
F=2 5t Drum brake

Bus suspension system HI3/54 3+4 parabolic/multi-leaf suspension
HI3/ES 345 parabolic/multi-leaf suspension
Ai4/54 444 parabolic/multi-leaf suspension
Ai4/55 445 parabolic/multi-leaf suspension
HI8/E8 8+8 parabolic/multi-leaf suspension
AI8/E9 8+9 parabolic/multi-leaf suspension
HI9/9 949 parabolic/multi-leaf suspension
SE Air suspension

2 | TOPIC MODEL EVALUATION METRICS

The number of patterns (or topics, in topic modeling terminology) K is a hyperparameter that needs to be explicitly specified to

control the model training process. Two evaluation metrics are used in our model selection: semantic coherence and exclusivity.
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The semantic coherence metric measures how well the words within a topic co-occur in the same documents. As defined by
Mimno et al. (2011), it estimates the conditional likelihood of word co-occurrences, capturing how frequently the top words of a
topic appear together within accident narratives. Given a list of the Q most probable words in pattern k, the semantic coherence

score C, is computed as follows:
QO e—1
B, v.)+1
C, = logq ——— ¢, 1
k=2, X log { 50 (1)
where O(v,, v,.) represents the number of times that words v, and v, appear together in the accident record text.
On the other hand, exclusivity measures how unique the top words are to a particular topic. It reflects the extent to which a

topic’s top words are unlikely to appear among the top words of other topics and can be quantified using the frequency—exclusivity

(FREX) score (Airoldi and Bischof, 2016), defined as follows:

p 1 1—-x

FREX,, = - +
ECDF(B, )/ Y _, Br, ECDF(B.)

, @

where ECDF is the empirical cumulative distribution function and # is the weight. In our used R package stm, # = 0.7 by
default (Roberts et al., 2019).

In general, a model with higher coherence produces more semantically meaningful topics, whereas higher exclusivity indicates
that topics are well-separated and less redundant. Because the two metrics often trade off against each other, the optimal K is
typically chosen by balancing interpretability (coherence) and differentiation (exclusivity). These metrics jointly help assess the

interpretability and distinctiveness of the learned patterns.

3 | BUS ACCIDENT DESCRIPTION EXAMPLES

The Google Cloud Translation API was used to translate the large corpus of unstructured bus accident descriptions originally
written in Chinese.! This service employs pre-trained neural machine translation models capable of generating context-aware and
linguistically consistent translations. Table 2 presents representative examples of both the original Chinese accident narratives

and their English translations, corresponding to the accident patterns (topics) identified through the Structural Topic Model

'URL: https://console.cloud.google.com/apis/api/translate.googleapis.com
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(STM) (Roberts et al., 2019). To ensure confidentiality, all privacy-sensitive and commercially sensitive information related to

bus companies and individuals has been anonymized and masked in black.

TABLE 2 Representative examples of bus accident descriptions generated from the STM.

Pattern Accident description (in Chinese) Accident description (translation in English)

1 Bl 7 LR E ) =B 0 8 3 When reversing on the third floor of the three-dimensional parking
T, E R lot of the Jlj Company, the bus hit a column and the rear wind-
shield was broken.

1 Bl 759 % E 0 /98 X3ESL . When reversing on the second floor of the parking lot of the i
T Company, the rear windshield hits the column.
1 Bl 7 FRBEER, AEFEMSE TSI When moving in the workshop of the [ Company was opened
T YE to traffic, the second glass of the right carriage was broken.
1 KB vt (B 2 37 3] ZE IR 4 X The rear windshield was broken when reversing at the train station
back to the parking lot.
1 -/A\ﬁj R B AT, E R The workshop of the [ Company reversed and hit the column,
and the rear windshield was broken.
2 KRRV AR M ATTHIE R E%E  Rear-ending van driving east to west on Feilong Road and Yangtze
River Road.
2 H O RYE, HARMITHIER— Baojiatang on West Yellow River Road, driving from east to west,
R rear-ending a truck.
2 KRR TR HERAAITHIERT  Driving from east to west in Yongning Garden on Feilong East Road
= and rear-ending a BMW.
2 KRR KR, HARARITHIERE—# Carrefour on Feilong Road, driving from west to east, rear-ending
A% a taxi.
2 T3 R AR L 2R ] AT 3B B —%% Longcheng Avenue Wushan Road, driving east to west, rear-end a
EHX3 BMW X3.
3 b S5 E 5 A M E S 4% - From north to south, it collided with a car that changed lanes on the

WOELRI A, NTELMZR - right in the same direction. Damage to the right front corner of the

own car and damage to the left side of the opponent’s car.
3 LM E S E DT A MASESTEAM# - From north to south, it collided with a car that changed lanes on the
BOEARIAZI, NHELMZH - right in the same direction. Damage to the right front corner of the

own car and damage to the left side of the opponent’s car.

3 b S5 E 5 A M E S F 4% - From north to south, it collided with a car that changed lanes on the
BOERZH, S FELFMA  right in the same direction. Damage to the front door of your own
151 - car and damage to the left front side of the opponent’s car.

3 LM E S E DT A MASESTEAM# - From north to south, it collided with a car that changed lanes on the
HOFELRASZI, S AELFEMA  rightin the same direction. Damage to the right front corner of your
. own car and damage to the left rear of the opponent’s car.

3 Hrd [ AL S A M [E 77 [ 2 E 5 F48#8 - From south to north, it sideswipe a car that changed lanes in the

WOELRI A, NTELMZR - same direction on the right. Damage to the right front corner of the
own car and damage to the left side of the opponent’s car.

4 RIS PG M RT3 — 8 =5 %  Yejia Wharf was running from west to east and was rear-ended by
BE-. an electric tricycle.

4 RiIEVIRZEFARSERNE S $1E) =2 Being rear-ended while waiting for a green light at the Civic Square.

4 AR BERE LRI EBERBIREE  After being rear-ended by an electric bike from south to north from
FLBNEE I G TR west to east, the driver of the electric bike left on his own after

calling the police.



M A R SFE SRR TR =8 %
BRE - BMEFELRREIZMN-
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He was rear-ended by an electric tricycle behind while waiting for
the signal light from west to east. Damaged the right rear tail light
of the vehicle.

At this point, the cyclist got injured by sideswipe an electric bike
that ran a red light when passing through the intersection.

Mt mE R S Bt m R R T A . BT
Nzt R 5. 83%. ®HF
BERBTI2EEERE - WA BT~ LERILM -

i

FH 78 ] 7R 38 175 100 i 3 B B0 A G 4% T
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From north to east, it collided with pedestrians from north to south.
Pedestrians fell to the ground and got injured. [} male, 83 years
old, was hospitalized on the 12th floor of Changzhou Hospital of
Traditional Chinese Medicine. Rib fractures, head hematoma. Tel:
I

Two passengers in the car were injured when braking from west to
cast. [} male, 45 years old. Checked fine. i female, 41 years
old. Right acromioclavicular joint subluxation possible. Changzhou
First Hospital for medical treatment. Not hospitalized.

Passengers in the car were injured due to braking from north to
south. [} male, 69 years old. Facial bruise. Wujin Traditional
Chinese Medicine Hospital for treatment, soft tissue contusion.
From south to north, an elderly female passenger in the car fell on
the waist when braking to avoid the car from west to east. [}
female, 67 years old. T12 lumbar vertebral compression fracture.
Changzhou First Hospital for medical treatment. Tel: ||| | | |

A 78-year-old female passenger in the car, [} got injured.
The injuries: head hematoma and waist contusion were treated
in Changzhou Hospital of Traditional Chinese Medicine. Family

members of the injured Tel: ||| EGzGzNGzG:
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When ] (bus driver) moved slowly to the above time and place,
the bus sideswiped with the car.

In particular, the bus sideswiped the car when [ (bus driver)
arrived at the above time and place.

When [ (bus driver) moved slowly to the above time and place,
the bus sideswiped with the car.

When [ (bus driver) moved slowly to the above time and place,
the bus sideswiped with the car.

- (bus driver) sideswiped the car when he arrived at the above
time and place, and the other party fled.

FH ¥ [6] 7R 55 — B FR G 1) 7R A T AL 2 A
B BUAETR, maEEMmERG -
FHZR A P S 22 M B EMEE . ARE:
ERIRM, HMEE: GREZM.
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From south to east, it sideswipe a van from west to east. The bus
was damaged and the left side of the van was scratched.

It sideswipe the left van from east to west. Bus: left front damaged,
van: right rear damaged.

From east to west, it sideswipe a truck from west to east. The paint
on the left rear corner of the bus was scratched, and the truck was
damaged.

From west to east, it sideswipe a van on the right in the same direc-
tion. As a result, the right rear side lock of the bus was damaged,
and the front bumper of the van was scratched.

From east to west, it sideswipe a van from north to west. The paint
on the right side of the bus was scratched, and the left front bumper
of the van was damaged.




8 FA X ME2394 B L T4 E B Benniu Wanjiafu Provincial Highway 239 runs from north to south
KE and collides with a truck.
8 R M AbfT 3 2=/ NTE RS —H/HdEA Driving from south to north to Xiaohe Dongjiagiao and collided
TR R A with a truck travelling from north to south.
8 B AT RE M AEAT RS — A The famous gate of the prosperous age is driving from south to north
and sideswipe a car.
8 Faa e HEHILMEITH S5 The Xinye Road Metallurgical Plant was traveling from north to
1 south and collided with a car.
8 BB E It m BT 5 —FKZE  Lushu Station, Lutang Road, traveled from north to south and was
o sideswipe with a truck.
9 BOAKRS, 5—35% Eid 51T N Turning left at the intersection, it sideswipe with a pedestrian cross-
wEEIZAT A2 ing the road on a zebra crossing, causing the pedestrian to be
injured.
9 B OARRIE, 5—3 5% F17 A2 When turning left at the intersection, it sideswipe with a pedestrian
fiffT N2 A% on a zebra crossing, causing the pedestrian to be injured.
9 THZEIL, EREEE X7 H/NESE At this point, when making a left turn, it sideswipe a pair of direc-
tional trolleys.
9 TR, BRI/ NG, ©5%  Driving to Zhulin North Road, rear-end two cars, full responsibility.
9 PO L O AT, 5—XJ7m/NE  Driving to this intersection, turning left and sideswipe a pair of
RN 3R A 2 AT directional trolleys, causing injuries to the occupants in the trolley.
10 7= LR A S S EEYIA When | (bus driver) arrived at the above time and place, he
i sideswipe the fixed object.
10 B 7= LR E S S EEYIAE When ] (bus driver) arrived at the above time and place, it
2 sideswipe the fixed object.
10 = LA R S S EEYIHE When i (bus driver) goes down to the above time and place, it
"’ sideswipe the fixed object.
10 Bl 7= EaARE Al S S EEYIHE When ] (bus driver) arrives at the above time and place, it
i sideswipe the fixed object.
10 B 7= LR E S S EEYIAE When ] (bus driver) goes down to the above time and place, it
2 sideswipe the fixed object.
11 7 LA E TR R SRS i} (bus driver) collided with a disabled vehicle when he
F I 5 58 4 AT descended to the intersection of Guanghua Street and Suspension
Bridge Road at the above mentioned time.
11 T DA R TR LB ] (bus driver) collided with the car when he descended to the
BT 5 H - fH g new century section of Yanling Road at the time mentioned above.
11 7 CARn A T ek s B i} (bus driver) collided with the car when he descended to the
B 55 E M Dean Bridge section of Taoyuan Road at the above time.
11 T CAn R TR v T4 ] (bus driver) collided with the car when he descended to the
B 55 =M new century section of Yanling West Road at the time mentioned
above.
11 T LA R T2 i =% ] (bus driver) gotinjured when he descended to the Sanbaobang
MBI N AT Bridge section of Longyou South Road at the above time.
12 EH T S bt TSP H BN R B KA When leaving the factory, it was scraped to the water tank by the
steel plate protruding from the ground.
12 INSESIN SRR PRI E KW After the refilling, the refilling gun is not pulled out and the refilling
1 - pipe is pulled out and damaged.
12 &S X Rl M - Slip and scrape the exterior wall before the restoration area.
12 W B ZE R B EAE - Bl EFEAT  Scratching the wall post when reversing after checkout. Damaged
A - AT - rear taillights. Wall pillars are intact.
12 I HbE, 2 TR E THAT - Through the tunnel, the roof sideswipes the top of the tunnel.




13 JIEE — Ff b A b i R AP I —Fe 25K R At Shunyuan Yicun Station, a passenger asked to get off at the start
F, BRE-FEHEEZG of the stop and braked, and a passenger fell and got injured
13 RATARSS H0u FER 1T 457 %&  When getting off the passenger at the Civil Aviation Service Center,
Tz, TR . the door was opened with a leather strap carrying the passenger, and
the passenger fell.
13 LGNS H L, kR 2RI ZE N —3-% A passenger got injured when he braked suddenly when leaving the
W, BWAWEE- Hongmei Bus Center Station, and the driver took him to see it.
13 LS NN i e R g il One passenger injured after braking at Olympic Sports Center Sta-
tion
13 Ui TR, RITFRGTRE M - After stopping to get off passengers, the door was closed and the
passenger’s feet were injured.
14 At 2RO R, FHE S AE When going from north to south to the turntable of the Science and
NSFEECRRFLAENITIE L, BHRFLBE - Education City, the tire was stuck on the sidewalk due to the small
turning angle, and the tire was punctured.
14 T AR R S ENR S A8 Atthe above time and location, [JJj (bus driver) slipped backwards
and sideswiped the vehicle.
14 TE [ e LB B0 AT EHPRFEALHE  The front bumper of the bus ruptured due to bumps in road con-
. struction.
14 PR T [ 5 L B T MUK, FEfE ISR, Due to the large pits in the road construction, the bumps and the
HifG 5 BB AR - BUARTFE LG ANE  roadbed are scraped when the vehicle passes. Damaged paint on the
BRI - left rear wheel of the bus.
14 FWRTBSET R EE- The vehicle slipped forward and sideswipe the truck in front.
15 IRzt o NEE. At this point, it was sideswiped by a car.
15 TR, S NFELER - At this point, the left rear tail was sideswiped by the car.
15 THEW, #—2ENEEBAR]. At this point, the left front door was sideswiped by a lane-changing
car.
15 TRzl #sk NEE At this point, it was sideswiped by a U-turn car
15 reztl, #—NEBELEMES . At this point, the left side body was sideswiped by a small car.
4 | XGBOOST

The XGBoost is a scalable tree boosting system, proposed by Chen and Guestrin (2016). It uses different split finding algorithms
to improve the regularized learning of tree-based ensemble methods. We can denote the merged tabular databy & = {(x;,y;)} il=1’
where x; represents the vector of feature variables for the ith instance, and y, represents its corresponding bus accident severity,
which is the target variable that can have two or more classes or categories. Let f(x;) denote the XGBoost’s prediction function
on x;, like many other tree-based ensemble methods, it is the sum of output from base learners, thatis §; = f(x;) = Y., @,,(x;),
where m = 1, ---, M is the index of base learners, ¢,, is the mth base learner’s prediction function, and the base learner is the

classification and regression tree (Breiman et al., 1984).



The XGBoost has a regularized loss function:

L) = Y1030+ X, Ay, 3)

where [(y;, §;) is the differentiable convex loss function that measures the difference between the prediction ; and the ground
truth y;, and Q(¢,,) is the regularizer that applies penalty to the model’s complexity. As the accident severity variable in our data

only contains two classes, we use the XGBoost to deal with two-class classification task so /(y;, ;) can be computed as follows
1390 =y;In{1+e7} + (1 —y)In{l + e}, 4)

and for base learner ¢,,, the regularizer Q(¢,,) can be formulated as
Q,) = ar, + 34 | @, I3 )

where a and A are hyperparameters that control model complexity and regularization strength, 7, is the number of leaves, w,,
is the vector of leaf weights, and || - ||, is the Euclidean norm.
The model is trained in an additive manner. Let )71(.") be the prediction of the ith instance at the nth iteration, then the model

training can be performed by greedily adding f, that most improves the following loss function
L0 =30, 3V + f(x) + Q)
1
= X [sifue) + S LCD] + Q). (©)

where g; = 9l(y;, 5"")/05" " and h, = (v, 5"") /0" )2

Let S, = {i|g(x;) = ¢} be the set of instances of leaf ¢. Eq. (6) can then be rewritten as follows
Z" = Z [gif () + 5 h, fix )] +az, + AZ(w@f

=Y [ Y am®+ 3 b+ A @P] +as, )

< zeS lES
For a fixed structure g(x), the optimal weight w(g)* of leaf ¢ is
5O = s & 8)

" Yies, hi + A
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so the optimal loss is

2
IES gl)

(n) __
L (g) = Z Sy +az,,. )

It is impossible to enumerate all the possible tree structures so a greedy algorithm can be used. In practice, after the split, we

denote §; and Sy the left and right nodes, where S’ = .§; US. Then the loss reduction after the split can be computed as follows

2 2
1 ( ZieSL gi) ( ZiESR g,-) ( Yies 81)2
= + -

2 ZieSL h; + 4 Z,-esR hi+A  Yieshi+4

Z Split = (10)

S | HYPERPARAMETER TUNING AND MODEL BENCHMARKING

Table 3 summarizes the parameter search space used in the grid search procedure during cross-validation. This approach sys-
tematically evaluates combinations of hyperparameters to identify the optimal configuration, ensuring robust model performance

and minimizing the risk of overfitting.

TABLE 3 Hyperparameter tuning of the XGBoost and benchmarked algorithms.

Model Hyperparameter setting

Logistic regression "solver": "liblinear"

"n_neighbors": [10, 20, 30, 40, 50],
"algorithm": ["ball_tree", "kd_tree"],
KNN "leaf_size": [20, 30, 40, 50],
"weights": ["uniform", "distance"],
"metric": ["euclidean", "manhattan”,
"max_depth": [10, 25, 50],
"min_samples_leaf": [1, 5, 10],
"min_samples_split": [2, 5, 10],
"n_estimators": [100, 200, 500]
"learning_rate": [0.001, 0.01, 0.05, 0.1, 0.15],

"n_estimators": [100, 200, 500]

"learning_rate": [0.001, 0.01, 0.05, 0.1, 0.15],

"n_estimators": [100, 200, 500]

"learning_rate": [0.001, 0.01, 0.05, 0.1, 0.15],

"max_depth": [10, 25, 50],

XGBoost "min_child_weight": [2, 3, 4],

"gamma": [0.0, 0.1,0.2,0.3,0.4 ],

"colsample_bytree": [ 0.3, 0.4, 0.5, 0.7]

"hidden_layer_sizes": [(50, 50, 50), (100, 100, 100),(200, 200, 200), (100,)],
"activation": ["sigmoid", "relu", "tanh"],

MLP "solver": ["adam", "lIbfgs", "sgd"],

"alpha": [0.001, 0.01, 0.05, 0.1, 0.15],

"learning_rate": ["constant", "adaptive"]

minkowski"]

Random forest

AdaBoost

GBDT




6 | THEORETICAL AXIOMS OF SHAP

SHAP (SHapley Additive exPlanations) (Lundberg and Lee, 2017) possesses several desirable theoretical properties that under-
pin its robustness and credibility as a model-agnostic interpretability technique. Specifically, it satisfies three key axioms derived
from cooperative game theory: (i) local accuracy (also known as efficiency), (ii) missingness, and (iii) consistency. Together,
these properties ensure that SHAP values yield meaningful and mathematically grounded attributions of feature importance.
The local accuracy property guarantees that the sum of all feature attributions equals the difference between the model’s
prediction for a specific instance and its expected output. Formally, for a predictive model f at input x, the SHAP values &;(f, x)

for each feature j satisfy:

@) =&+ Y E(f %), (11)
J

where &,(f, x) = E[f(x)] denotes the model’s expected prediction. This property ensures that SHAP explanations faithfully
decompose the model output into additive feature contributions.

The missingness property stipulates that if a feature is absent from the model or exerts no influence on the prediction, its
attribution should be zero. Formally, if including feature j in coalition W does not alter the prediction, i.e., f, (W Uj) = f (W),
then &;(f, x) = 0. This guarantees that SHAP does not assign importance to irrelevant features.

Finally, the consistency property requires that if a model is modified such that the marginal contribution of a feature increases
(or remains constant) across all coalitions, its SHAP value should not decrease. More formally, for two models f and ¢, if for

all coalitions W C 7"\ j,

W) =fW) 2o WUj)-e W), 12)

then&;(f, x) > &;(¢, x). This property ensures logical coherence and fairness when comparing feature attributions across models

or iterations.
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